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ABSTRACT

Low Earth Orbit (LEO) satellite networks are increasingly deployed,
yet users continue to experience frequent, short-lived outages. We
present Roman-HitchHiking, a system for measuring LEO satellite
outages globally and in near-real time. Roman-HitchHiking sig-
nificantly reduces the measurement overhead by leveraging path
redundancy to eliminate duplicate probes to shared pre-satellite
routers, thereby reducing overall network traffic and increasing
coverage. With Roman-HitchHiking, we identify large clusters of
simultaneous outages across geographically diverse regions, point-
ing to potential centralized failures that traditional outage detection
systems overlook. Roman-HitchHiking is open-sourced to enable
reproducibility and foster further research on LEO outages.

CCS CONCEPTS

« Networks — Network monitoring; Network measurement; Net-
work dynamics.
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1 INTRODUCTION

Despite the growing deployment of Low Earth Orbit (LEO) satel-
lite networks, users continue to experience frequent outages that
differ in nature from those observed in terrestrial networks [19].
Disruptions in LEO connectivity stem from satellite mobility, the
dish’s susceptibility to obstructions, and sporadic geomagnetic
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storms [11, 22]—all of which can trigger outages at both the in-
dividual and regional levels [16, 19]. Understanding whether par-
ticular regions and customers are predisposed to outages would
allow researchers to determine user quality of experience, identify
disparities in service reliability, and prioritize improvements for
the most affected populations. However, to date, there has been no
systematic global way to study outages in LEO satellite networks
because such analysis requires high-resolution data captured in
near-real time across a wide geographic scale.

Conventional outage detection systems designed for terrestrial
networks are inadequate for analyzing outages affecting LEO satel-
lite networks [12, 23]. These systems focus on identifying large-
scale, long-duration outages, whereas LEO satellite disruptions
often occur at a much finer timescale—on the order of seconds.
While Izhikevich et al. [13] introduced HitchHiking, a methodology
for measuring global Starlink customer latency, we demonstrate this
approach does not scale to the demands of collecting global, simulta-
neous outage data. Rather, in practice, naively running HitchHiking
leads to massive packet loss.

In this work, we introduce a methodology to measure LEO
satellite outages at a global scale: Roman-HitchHiking. Roman-
HitchHiking solves HitchHiking’s packet loss problem by capitaliz-
ing on a key insight: widespread path redundancy in the network
allows us to reduce the number of paths we need to probe. Roman-
HitchHiking is inspired by the idiom “all roads lead to Rome”: at
any given moment, if a destination just before the satellite hop is
reachable (or unreachable) via one network path, it is highly likely
to be reachable (or unreachable) via many others.

Roman-HitchHiking reduces measurement-induced packet loss
from 73.4%—as seen in prior methods—to under 0.01%, enabling
over four orders of magnitude greater coverage for simultaneously
measuring customer outages. We apply Roman-HitchHiking to
collect measurements from Starlink [26], the largest LEO satellite
provider, over a three day period. Our analysis reveals large clusters
of simultaneous outages account for most disruptions, with Aus-
tralia consistently among the most impacted areas. We open-source
Roman-HitchHiking at https://github.com/UCLA-SCaN/roman_
hitchhiking and hope it serves as a foundation for future research
on LEO network outages.
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Figure 1: Identifying the Satellite Link from a Simplified Traceroute Using HitchHiking— HitchHiking first identifies the satellite
link by tracerouting from a Vantage Point to Client Dish 1, 2, and 3. The traceroute reveals the Point of Presence (POP) and pre-satellite hop
router. An outage occurring over the satellite link can be identified by simultaneously pinging the pre-satellite hop and the client dish. An
outage has occurred if the pre-satellite hop responds to the probe but the client dish does not respond. Pings are denoted as PingN{,} .,
where N is the Client Dish number, p refers to a pre-satellite hop ping, and e refers to a customer endpoint ping. For example, Ping3,, is the

probe sent to the pre-satellite hop along Client Dish 3’s path.

2 BACKGROUND

To enable global, scalable outage detection in LEO satellite networks,
a low-barrier, widely deployable technique is essential. We begin
by reviewing an existing methodology, HitchHiking, and exploring
how it might be naively adapted for outage detection. In Section 3,
we experimentally demonstrate the scalability limitations of the
HitchHiking approach, which motivates the development of Roman-
HitchHiking.

Defining Outages. Starlink’s Service Level Agreement defines an
“outage” as “...a period where the Starlink is unable to send/receive
pings to/from servers at a Starlink Point of Presence” [27]. In this
paper, we employ a narrower definition and focus on outages that
occur within the satellite link path rather than any outage that
occurs within the Starlink network path. In particular, we define
an outage as a period of time in which the Starlink client is unre-
sponsive to the Starlink pre-satellite hop router.

HitchHiking Overview. LEO HitchHiking, introduced by Izhike-
vich et al. [13], infers network characteristics by probing publicly
accessible satellite-routed devices. As illustrated in Figure 1, Hitch-
Hiking first identifies the pre-satellite hop using ICMP Paris tracer-
oute. It maps the path from the last visible pre-satellite router to the
exposed Starlink client IP (e.g., Client Dish 1, 2, 3). A TTL-limited
ping is then used to isolate latency at specific hops: one ping targets
the pre-satellite hop, and another the client dish. The difference in
latency estimates the satellite link delay. We adopt this technique
to identify pre-satellite hops and isolate the satellite segment in our
methodology.

HitchHiking Outages. HitchHiking can be naively applied to
identify outages. For instance, in Figure 1, Client Dish 1 experi-
ences an outage if the probe Pingl, is responsive but Pingl, is
not responsive. Note that since we are only conducting one-way
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measurements from the “outside-in,” an unresponsive client can in-
dicate that they are unable to send or receive pings from our server,
but we cannot distinguish between the two. Even if the endpoint
receives the ping, the absence of a response is still an outage by our
definition. While filtering policies could in theory explain missing
responses, we observe that clients respond to probes both before
and after the outage presented in Section 4. This transient behavior
makes persistent filtering rules an unlikely explanation.

3 SIMULTANEOUS LATENCY
MEASUREMENTS

To understand outages in LEO satellite networks at a global scale, we
need a measurement system capable of probing customer services
simultaneously—or as close to the same point in time as possible—
to capture a consistent view of network conditions. In this sec-
tion, we show that naively adopting prior work presents scalability
challenges. Thus, we propose Roman-HitchHiking and evaluate it
against the naive approach.

3.1 Naive HitchHiking

To measure global outages, we naively modify the HitchHiking
methodology to run simultaneous TTL-limited pings for all ex-
posed service routers and their corresponding terrestrial router.
For example, in Figure 1, to measure a network with three publicly
exposed IPs at a single point in time, we would simultaneously
send 6 TTL-limited pings (illustrated as Ping-labeled arrows). To
measure outages across all customers who expose services over a
60-second window at a one second interval, a naive implementa-
tion of HitchHiking would simultaneously send a probe to each
customer service and their corresponding pre-satellite hop once per
second for 60 seconds. We conduct naive measurements from Stan-
ford University on May 20, 2025. Figure 2 shows that running naive
HitchHiking leads to over 50% packet loss at the pre-satellite hop,
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Figure 2: Substantial Packet Loss Due to HitchHiking Over-
load of Pre-Satellite Hop—The Naive HitchHiking implementa-
tion results over 50% of packet loss to each pre-satellite hop router
over a 60 second measurement period, probing once per second.
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Figure 3: Packet Loss Increases as Sample Size Increases in
Naive HitchHiking—Packet loss substantially increases after sub-
sampling more than 4 customers per /24 subnet.

regardless of the number of endpoints probed. Packet loss is not due
to customer packet drop. Rather, packet loss is likely due to routers
rate-limiting ICMP responses to prevent denial-of-service attacks.
This rate-limiting hampers our ability to probe multiple endpoints
simultaneously, limiting visibility and reducing the effectiveness of
outage detection.

To better understand and mitigate packet loss during measure-
ments, we explore how packet loss varies with the number of end-
points probed. We partition our dataset into /24 subnets and sub-
sample customers within each subnet. For a given sample size n,
we probe n endpoints from each subnet. Figure 3 shows that packet
loss significantly increases when probing more than 4 customers
per /24 1. Thus, we require a new outage measurement solution
that reduces packet loss while maintaining coverage.

'In Appendix A.1, we examine the packet loss using an alternative partition method:
by shared pre-satellite hop. However we do not observe a difference in packet loss
compared to the pre-satellite partition.
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3.2 Simultaneous Measurements Using
Roman-HitchHiking

Roman-HitchHiking capitalizes on a key insight: widespread path
redundancy in the network allows us to reduce the number of
paths we need to probe. Many exposed customer services converge
on the same pre-satellite hop router—in the worst case, up to 288
customers share a router in our experiment from Section 3.1.

To lower the overall probing load and mitigate packet loss at scale,
Roman-HitchHiking sends TTL pings to every exposed endpoint,
while issuing only a single TTL ping to each unique pre-satellite
hop router. For example, in Figure 1, to collect one measurement of
satellite link latency, Roman-HitchHiking sends TTL pings to the
endpoints, Client Dish 1-3 (Ping1,, Ping2,, Ping2,), and sends one
TTL ping to Pre-Satellite Hop A (either Pingl, or Ping2y) and one
TTL ping to Pre-Satellite Hop B (Ping3p).

To improve coverage and reduce filtering—often triggered at
the source IP level [29]—Roman-HitchHiking distributes probes
across multiple source IP addresses. As we later show, this design
significantly improves response rates and measurement reliability.

3.3 Evaluation

We evaluate Roman-HitchHiking across three dimensions to demon-
strate its effectiveness and scalability in detecting outages across
LEO satellite networks: (1) How well does Roman-HitchHiking
reduce measurement-induced packet loss at large scales? (2) How
does increasing the number of source IPs improve measurement
coverage? (3) Does optimizing for scale (e.g., eliminating redundant
probes, varying vantage points) preserve outage detection accu-
racy? Our results show that Roman-HitchHiking reduces packet
loss and thereby increases coverage—by over four orders of magni-
tude compared to naive methods—while preserving measurement
accuracy.

To perform our data collection we use Censys [5, 8] to find
exposed Starlink services. We filter exposed services for customer
endpoints and exclude endpoints using performance enhancing
proxies (PEP) [13] 2. We use Scamper [4, 18] to run Paris traceroutes
to determine the pre-satellite hop.

Scalability and Packet Loss. We begin by measuring how well
Roman-HitchHiking scales to large numbers of customers. We use
Naive HitchHiking as a comparison, which suffers from severe
packet loss when probing many customers simultaneously. Figure 4
shows that packet loss rates in the naive setup can reach 79.7%.
By removing redundant probes to the same pre-satellite hop and
distributing probes across multiple source IPs, Roman-HitchHiking
reduces packet loss to just 0.01%—a four-order-of-magnitude im-
provement. This enables significantly higher measurement volume
and coverage without sacrificing data quality.

Impact of Source IP Diversity. While eliminating redundant
probes reduces loss by a factor of 1.93, Roman-HitchHiking still
experiences a packet loss rate of 37.9% when using a single source IP
(Figure 4). This loss is largely due to complete packet drops—where

2We only include only hosts whose DNS PTR record follow the Starlink customer for-
mat customer.[location].pop.starlinkisp.net and exclude hosts with Peplink
TLS certificates, the most common PEP.



LEO-Net °25, September 8-11, 2025, Coimbra, Portugal

0
o
I

=]
o
I

Packet Loss (%)
[ -
o o
1 L

o
|

T T T T
0 50 100 150 200 250
Number of Customers in /24
—— 1 Source IP (Naive)

8 Source IPs (Naive)

—— 1 Source IP (Roman)
—— 8 Source IPs (Roman)

Figure 4: Roman-HitchHiking Experiences Significantly
Less Packet Loss Compared to Other Methodologies—Roman-
HitchHiking with 8 source IPs consistently report close to 0% packet
loss. In the worst case, Naive HitchHiking with 1 source IP experi-
ences up to 79.7% packet loss when sampling 150 customers in a
/24.

neither the pre-satellite hop nor the endpoint responds (see Fig-
ures 3 and 4). As detailed in Appendix A.3, such losses suggest
filtering behavior at the source IP level.

Motivated by prior findings on scanning-induced filtering [29],
we hypothesize that using multiple source IPs can mitigate this
issue. To test this, we compare performance using a single source IP
versus all 8 available IPs. The results validate our hypothesis: packet
loss drops dramatically to just 0.01% with full source IP diversity.

Measurement Validity. We evaluate whether removing redun-
dant pre-satellite probes and using multiple source IPs impacts
outage detection accuracy. We run three concurrent configurations:
(1) Naive: Naive HitchHiking, probing 4 customer endpoints per /24
(maximum scale before packet loss spikes) and (2) Roman: Roman-
HitchHiking, probing 4 endpoints per /24 with deduplication. (3)
Roman Large: Roman-HitchHiking, probing 8 endpoints per /24
with deduplication. In each configuration, we probe each endpoint
once every second for 5 minutes.

In our evaluation (and Section 4 analysis) we focus on sustained
outages over 5 seconds and over 15 seconds long. We choose du-
rations over 5 seconds because it is the maximum outage length
Starlink’s mobile app categorizes (0.1s+, 2s+, and 5s+). We also eval-
uate outages over 15 seconds because prior work has shown that
Starlink has a 15 second reconfiguration period [20]. If an outage
persists for more than 15 seconds, it suggests that even satellite
handovers failed to resolve the issue. An outage is considered de-
tected by all configurations if any temporal overlap exists between
corresponding outage periods. Outages that occur exclusively in
one method and last longer than the evaluated outage length (5s+
or 15s+) are treated as method-specific detections. For all measure-
ments, we exclude endpoints with packet loss rates exceeding two
standard deviations from the mean.

We first perform a case study to cross-validate measurement
consistency across the configurations targeting the same customer.
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Figure 5 shows all configurations detect the same sustained out-
ages, anecdotally confirming that Roman-HitchHiking produces
consistent results regardless of measurement strategy.

Beyond the single case study, Roman-HitchHiking scales without
sacrificing fidelity: among the 1,092 overlapping customers between
experimental configurations, the Jaccard Similarity between the
Naive and Roman Large configurations is 0.85 for 5-second outages
and 0.88 for 15-second outages, indicating high agreement. We also
compare outage detection across two vantage points by running
Roman and Roman Large configurations simultaneously from two
different source IPs. With 1,265 overlapping customers, we again
observe a Jaccard Similarity of 0.88 for both 5 and 15-second out-
ages, confirming that vantage point diversity does not compromise
consistency.

We further verify that reducing redundant scanning does not in-
troduce false positives or negatives, by verifying that within a given
second, a pre-satellite hop is reachable regardless of the terrestrial
path taken. For example, suppose Client A and B share the same
Pre-Satellite Hop A but traverse different terrestrial paths 1 and 2,
respectively (Figure 1). If Pre-Satellite Hop A is reachable, probes
that traverse through either terrestrial path will report reachabil-
ity. If Pre-Satellite Hop A is unreachable, both paths will report
unreachable. We analyze the concurrently sent pre-satellite probes
from the Naive configuration and do not find a single instance in
which the pre-satellite hop was responsive to one terrestrial path
and unresponsive to different terrestrial path.

Obtaining ground truth for Starlink outages is challenging due to
the scarcity of public measurement data, limited access to community-
operated vantage points, and the absence of our own hardware
deployment. We explored several options to validate our mea-
surements. First, we examined RIPE Atlas [1], but found that its
measurement granularity was too coarse to capture the transient,
sub-minute outages that Roman-HitchHiking targets. Second, we
considered using LEOScope [17] nodes; however, at the time of
our measurements, only three nodes were active, none of which
exposed public IPs, preventing us from validating “inside-out” out-
ages from an “outside-in” perspective. Existing outage detection
platforms [6, 7, 12] only report sustained, macroscopic outages
and do not reflect the micro-outages we observe. As a result, di-
rect validation remains an open challenge. In the meantime, we
increase confidence in our results by showing that different sources
observe the same outage events, suggesting that these are not ar-
tifacts of local misconfiguration or filtering. In future work, we
plan to deploy our own Starlink terminal to enable ground-truth
comparisons as well as more rigorously validate observed outages
from geographically distributed sources.

Ethics. We follow the best practices described by Izhikevich et
al. [13] and Durumeric et al. [9]. Our scanner’s IPs re-direct to a page
that informs end-users about the usage for research and how to opt
out. We do not receive any requests to opt out. It is common practice
to use multiple vantage points to increase coverage in measurement
studies [2, 29]. Additionally, ICMP echo requests are small, stateless
packets widely used for diagnostic purposes, and are considered
low-impact in the context of network measurements. Additionally,
we consciously limit the number of probes we send by leveraging
existing scans from Censys [8] to find publicly exposed satellite
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Figure 5: Roman-HitchHiking Accurately Determines Sustained Outages (>5s) —All three measurement configurations as described
in Section 3.3 (Naive with n = 4, Roman with n = 4, and Roman Large with n = 8) are run simultaneously to the same exposed endpoint. Each
configuration independently detects the same three distinct outages, each lasting over 5 seconds and occurring within overlapping temporal

ranges.

services. Critically, Roman-HitchHiking methodology reduces the
number of packets sent to pre-satellite hops therefore leaving a
smaller footprint than prior methodologies.

4 OUTAGES

In this section, we analyze global outage measurements and show
that large clusters of simultaneous outages account for most dis-
ruptions. These events span geographically diverse regions, with
Australia consistently emerging as one of the most impacted areas.

Dataset. Using the same setup described in Section 3.3, we collect
data using Roman-HitchHiking with 8 source IPs for a 5 minute
sample, probing at a one-second interval on three different days
(May 27-29, 2025). We geolocate the customer endpoints using
Starlink’s published IP Geolocation feed [25]. We only include end-
points in our data that have successful paris-traceroutes and filter
out endpoints that have packet loss over 2 standard deviations of
the mean. Across the three datasets, this leaves us with 14,436 to
15,068 exposed (and measurable) endpoints which are distributed
across over 98-101 countries (63.64-65.58% of countries with Star-
link customers).

Analysis. Our global measurements show that LEO satellite out-
ages are frequent, short-lived, and significant enough to disrupt
user experience. Across our datasets, we observe 812 outage events
longer than 5 seconds on May 27, 344 on May 28, and 574 on May
29. Most outages last under 60 seconds, but many fall in the 50-75
second range—long enough to affect applications like video calls
or gaming. Notably, these outages would be missed by traditional
detection systems that probe at multi-minute intervals,
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Figure 6: Outages Lasting Longer than 5 seconds are Typically
Less Than a Minute Long —For each day of measurement, the
cumulative fraction of outage is computed for outages longer than 5
seconds. On May 27 and May 29, there are large increases around 55
seconds and 75 seconds, respectively. These increases are attributed
to country-specific outage events which we describe in Section 4.

Large-scale clustered outage events occur on a daily basis. On
May 27, 597 outages occurred simultaneously, each lasting between
70 and 75 seconds—accounting for 73.5% of all outages that day.
On May 29, we observe two similar clusters of outages lasting
50-55 seconds and 70-75 seconds, respectively, with both groups
overlapping in time. These events suggest centralized failures, likely
at the satellite link level, that affect many users at once.
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Figure 8: Customers in Mexico and Australia are Largely
Affected by a 50-75 Second Outage—On May 29th, Australia,
Mexico, United States, France, Guatemala, and El Salvador, simulta-
neously experienced an outage lasting between 50 - 70 seconds.

These clustered outages affect users in widely separated geo-
graphic regions, potentially suggesting shared satellite infrastruc-
ture as the source. For example, the May 27 event impacted 64%
of affected users in Chile, 10% in Argentina, and 18% in Australia.
On May 29, the 50-55 second outages affected 38% of users in Mex-
ico, while 34% of the 70-75 second outages occurred in Virginia,
United States. This global spread makes it unlikely that local ground
conditions are the cause.

Australia experiences more frequent and longer outages than
any other region in our dataset. In every measurement sample,
Australia ranks among the most affected countries, both in num-
ber and duration of outages. Other impacted regions include Chile,
Argentina, and parts of Oceania such as the Solomon Islands and
Tonga, pointing to possible coverage gaps or handover inefficien-
cies in the southern hemisphere. Country-level statistical analysis
confirms that outage rates vary significantly by region. Using a
z-test with a 95% confidence level, we find that Chile, Argentina,
and Australia had significantly higher outage rates on May 27; Italy
and Peru on May 28; and Australia and Mexico on May 29. These
findings indicate that outage risk is not evenly distributed across
the network.

In summary, LEO outages are shaped by large, simultaneous
events and persistent regional disparities. Our findings show the
need for high-resolution outage detection to accurately assess user
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experience and guide the development of more reliable satellite
systems.

5 RELATED WORK

While prior work has laid the groundwork for network measure-
ment and macroscopic outage detection, none address the need
for a scalable, fine-grained system capable of capturing second-
scale LEO satellite outages across a global footprint: the gap our
methodology aims to fill.

LEO satellite measurement systems have primarily relied on
community-driven platforms (e.g., RIPE Atlas [1]), research testbeds
and simulations (e.g., LEOScope [17], Hypatia [24], and StarryNet [15]),
and industry tools (e.g., Ookla SpeedTest [21], M-Lab [10]). While
valuable for characterizing performance metrics like latency and
throughput, these systems were not built to detect outages and are
limited by sparse vantage points and coarse temporal resolution.

In contrast, outage detection systems developed by both academia
and industry have focused on long-duration disruptions. For exam-
ple, IODA [12] uses BGP updates, darknet traffic, and active probing
to detect macroscopic Internet outages, probing /24 blocks every 10
minutes. Similarly, Hubble [14] targets persistent Internet reacha-
bility issues lasting over 15 minutes. USC’s ANT Lab [28] has built
large-scale infrastructure (e.g., Trinocular [23]) to monitor IPv4
space through extensive active probing at 11-minute granularity.

Industry platforms like Cloudflare Radar [7] and Cisco Thou-
sandEyes [6] also monitor broad outages, but with limited temporal
granularity (typically 10-15 minutes) and often proprietary data.
Downdetector [3] aggregates user-reported issues but provides only
coarse, daily time-series data, limiting its utility for fine-grained
analysis. Moreover, few of these tools support public access or offer
visibility into customer-level outages.

6 CONCLUSION

We present Roman-HitchHiking, a scalable methodology for mea-
suring customer-level outages in LEO satellite networks at a global
scale and in near-real time. By leveraging path redundancy, Roman-
HitchHiking reduces packet loss by four orders of magnitude com-
pared to prior approaches. We analyze Starlink customer outage
patterns over three days and find large clusters of simultaneous
outages across geographically diverse regions. We open-source
Roman-HitchHiking to support the future study of global LEO
outages.
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A APPENDIX
A.1 Subsampling Partitions

In addition to partitioning customers by /24 subnets, we also inves-
tigate if partitioning customers by shared pre-satellite hop impacts
packet loss. In both cases, we find that packet loss begins to in-
crease after sampling 4 or 5 (respectively) customers per partition
(Figure 9). Additionally we find that packet loss scales with the
number of customers sampled rather than the method of partition.
Because we do not observe a difference between parition method,
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Figure 9: Packet Loss Increases as Sample Size Increases in
Naive HitchHiking—Both sample partitions, by /24 subnet and
by shared pre-satellite hop, experience increasing packet loss rates
as the sample size for each partition grows.
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Figure 10: The Standard Deviation of Pre-Satellite Hop RTTs
is Comparable Across Different Paths—For the largest sample of
Naive HitchHiking with successful measurements (subnet partition
with n = 4), we find that the RTTs to pre-satellite hops are relatively
stable. The majority of the measurements have <lms standard
deviation from the mean RTT.

we choose to partition our data by /24 subnet, which is consistent
with existing outage detection systems [14, 23].

A.2 Methodology Comparison

Figure 10 shows that the RTT measurements are relatively the same
across all paths to the same pre-satellite hop. The RTT variance does
increase with the number of paths taken, however, the majority of
routes to the pre-satellite hop experience close to 1 ms standard
deviation across all paths. These results can be leveraged in future
work to understand global latencies in near real-time. Additionally,
we find that the decline in valid measurements does not impact the
RTT latencies, even with high packet loss, but the entire visibility
to an endpoint (e.g., comparing RTTs of same the endpoints in /24
subnet samples n = 1 and n = 14, the mean difference is only -0.71
ms).
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(b) Roman-HitchHiking with Multiple Source IPs

Figure 11: Roman-HitchHiking Has a Comparable Dis-
tribution of Measurements for All Sample Sizes—Roman-
HitchHiking has stable distributions across all data types for all
sample sizes. The distribution of data types across all Roman-
HitchHiking samples comparable to the distribution of data types
in Naive Concurrent samples before they experience high loss rates
(n =1 to n = 4). Contrastingly, Naive Concurrent measurements
begin experiencing high loss rates after sample sizes greater than
n = 4. The lack of coverage in the data can be attributed to complete
loss measurements.

A.3 Data Type Distributions over Sampling
Sizes

To evaluate how different measurement strategies degrade under
scale, we define the following measurement outcomes:

e Success: The endpoint and its corresponding pre-satellite
hop are both reachable, allowing satellite path reachability
to be inferred.

o Outage: The pre-satellite hop are reachable, but the endpoint
is not. This indicates a potential disruption in the satellite
segment (see Section 2).
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o Loss: Neither the pre-satellite hop nor the endpoint is reach-
able. This represents a complete failure in the measurement
path.

o Pre-satellite failure: The endpoint is reachable, but the pre-
satellite hop is not. This limits our ability to isolate satellite-
specific issues but still indicates partial path availability.

We compare the best performing and worst performing mea-
surement setups from Figure 4. Naive Concurrent HitchHiking
experiences a large decline in the fraction of success measurements
when increasing the sample size. The large decline is due to the
amount of loss experienced (we do not receive responses from both
the pre-satellite hop and the endpoint). We speculate that this de-
cline is due to routers rate-limiting our source IP (Figure 11a). On
the other hand, Roman-HitchHiking with multiple IPs have consis-
tent proportions in data types across all sample sizes. The stable
proportions are comparable to the proportions in the Naive Con-
current measurements at small samples (n <= 4). We note that
the spike in loss at the beginning of Figure 11b is impacted by the
small sample size: if a pre-satellite hop shared by several endpoints
doesn’t respond, the loss rate is disproportionately high.
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